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Executive Summary
Bear markets are long periods of falling stock market values and investor confidence.

Besides investor losses, their effects reverberate through the wider economy, making

them of interest to both investors and policymakers. Yet, the few studies predicting this

phenomenon have used older logistic regressions and historical price and

macroeconomic data. This research gap is tackled by evaluating the effectiveness of

using newer machine learning models and news sentiment data in predicting bear

markets. XGBoost and neural networks have seen excellent performance in the

computer science literature. Therefore, alongside random forests, support vector

classifiers and logistic regressions, these were evaluated across varying data sources.

Logistic regressions were only optimal with simpler datasets. XGBoost was the most

generalisable and applicable; only it had above-average predictive accuracy across all

prediction time-periods and the best investment returns across all combinations of

datasets. The best investment strategy, using XGBoost trained on a diversified

quantitative macroeconomic and qualitative news sentiment dataset, reached 88.8%

accuracy and generated 14.1% annual compound interest, greatly outperforming the

received wisdom of buy-and-hold which generated an annual compound interest of

7.9%, challenging the efficient market hypothesis. Thus, predicting bear markets is both

possible and profitable, with the benefits of machine learning models and diversified

data sources made clear. The results are of obvious interest to investors, but

policymakers are also encouraged to take these findings seriously, otherwise,

automated trading strategies selling ahead of a bear market risks their quicker arrival.
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1. Introduction
Stock markets are central to modern economies. They are a means for individuals to

accumulate wealth and for society to efficiently allocate scarce capital. Both outcomes

are improved through better understanding of stock market behaviour. Yet, while the

literature overwhelmingly focuses on short-term day-to-day price fluctuations, this study

evaluates the utility of new machine learning (ML) techniques and news sentiment

analysis in predicting longer-term ‘bear markets’. Stock markets are underpinned by two

long-term states: bull markets and bear markets. During bull markets investor

confidence is high with prices generally rising[1]. During bear markets investor

confidence is low with prices generally falling, resulting in decreasing individual wealth

and less capital being efficiently allocated.

A longer-term focus benefits more parties than just those benefiting from short-term

noise such as full-time traders and hedge funds. Two particularly stand out. Firstly

regular investors, with less time for daily trading, may profit from superior market timing

strategies over the received wisdom of buy-and-hold[83]. Secondly policymakers, for

whom day-to-day stock price fluctuations have little bearing whereas long-term

decreases in investor confidence reverberate throughout the wider economy, may make

better policy responses to stock markets[2,3]. Predicting bear markets requires finding

patterns in longer-term, subtler phenomena. Predictions using slow-moving

macroeconomic forces have been successfully attempted, albeit with older econometric

techniques[4,5]. Two novel approaches are to integrate new ML developments and

qualitative news sentiment data.

7



The inspiration of this study, the stock market’s gyrations during the Covid-19 pandemic,

can be explained through sentiments. Despite earlier warnings in newspapers of an

exponential virus, it took weeks for fear to reach a critical mass[6]. Once it did, investor

confidence fell rapidly and the S&P 500 lost 32% of its value. Within a few months,

Western governments pumped enough stimulus into the economy to boost

macroeconomic stability and investor sentiment, making the S&P 500 overtake its

previous peak. This study thus hypothesises that by also analysing news sentiments

with newer ML models, bear markets could be predicted with greater effectiveness,

allowing policymakers to pre-empt the rapid declines in investor confidence and asset

values that define bear markets.

1.1. Research Questions (RQ)
The RQs flow from the hypothesis to explore a series of related themes. The first two

aim to improve bear market predictability across two dimensions: model type and data

type. The third tests whether the theoretical results translate into real world benefits.

1. How does the performance of newer machine learning models compare to the

state-of-the-art logistic regression models for bear market prediction?

2. What is the most effective combination of data sources from historical price data,

macroeconomic data and news sentiment data for predicting bear markets with machine

learning?

3. Can a market timing strategy based on the best performing bear market prediction

model(s) generate higher returns than a buy-and-hold strategy?
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1.2. Aims and Objectives
The aim of the research is to find the optimal model type and data sources for a bear

market prediction model. 5 objectives work towards achieving this:

1. Identify the research gap: Conduct a literature review of bear market prediction

and related topics to integrate findings and specify the research gap. This

ensures the objectives of the study fill this gap.

2. Collect and clean S&P 500, macroeconomic and news sentiment data into three

time series: The price history of the S&P 500, the IMF’s US International

Financial Statistics database and the Economist’s back-catalogue of news

articles are used, with the most meaningful feature sets elicited through feature

creation and reduction. Three combinations of data sources are built to answer

RQ2.

3. Train ML models on the data sources to predict bear markets: Logistic

regressions, support vector classifiers, random forests, XGBoost and neural

network models are trained on each of the dataset combinations.

4. Evaluate the models to find the most effective data source and model type

combination: Model testing using time-split cross-validation allows classification

metrics to uncover the most effective data source and model type combinations
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for bear market prediction. By evaluating any additional effectiveness of newer

ML models and sentiment analysis, this answers RQ1 and RQ2.

5. Undertake profit analysis using the best model: The theoretical results of the best

model combination are tested for their real-world profitability by undertaking an

investment strategy based on the model’s predictions that will be put against the

received wisdom for stock market investment (buy-and-hold) to answer RQ3.

1.3. Scope of Work
Since bear market prediction is under-explored, this study is more foundational. By

applying the broadest range of data sources and model types yet, it uncovers the most

promising future research paths. However it is ultimately limited by the data sources and

the breadth of models tested. Future research could explore more specialised ML

techniques related to the best-performing ones identified in this study or incorporate

additional data sources such as geopolitical events or social media sentiment data.

1.4. Contribution
This work illuminates the under-explored area of bear market prediction, with a series of

contributions to the topic:

1. First use of news sentiment; current published research only uses

macroeconomic and historic price-derived variables.
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2. First application of support vector machines, random forests, XGBoost and

neural networks; past literature has only used econometric techniques.

3. Clarifies the relative importance of different classification metrics in profit

analysis.

1.5. Chapter Outline
Chapter 2 completes objective 1 by summarising the relevant literature and identifying

the research gap. Chapter 3 outlines the methodology from data collection and

preprocessing, achieving objective 2, to model training, testing and evaluation,

achieving objective 3. Chapter 4 presents the results and discusses them to answer the

RQs, achieving objectives 4 and 5. The paper finishes with a conclusion in chapter 5.
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2. Literature Review
The review is organised into thematic sections. Firstly, stock market theory explains the

functioning of stock markets, showing the validity in predicting them. Next, a history of

stock market prediction starts with econometric techniques but gets superseded by

better-performing computer science techniques such as neural network models. Then,

diversification of data sources is discussed, as this provides additional performance

above changing model types since ML outputs ultimately depend on their input data.

Lastly, we cover bear market prediction and summarise the research gap.

2.1. Stock Market Theory
Stocks specify fractional ownership of a company[7]. Since companies' present values

are based on future values which are unknown, the stock market represents investors'

collective expectations on company values[8]. Theoretically, overvalued stocks have

their supply exceed demand causing falling prices, and vice-versa for undervalued

stocks[9]. As the first overarching theory on the functioning of stock markets, the

Efficient Market Hypothesis (EMH) influences most stock market studies. It proposes

that the entire market considers all publicly available information, thus stocks are always

priced at the closest possible to the company's true underlying value (i.e. priced

efficiently)[10]. EMH’s consequence is the unpredictability of future stock prices since

they are only changed by new (future) information which is necessarily unknowable.

EMH helps explain why stock markets are notoriously difficult to predict, as any

newly-discovered methods are quickly integrated into stock prices[11].
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If EMH were absolute, professionals would have no incentive to uncover the information

that gets integrated into market prices, yet a lucrative industry exists[12]. Further,

behavioural economics has proposed psychological explanations for human behaviour

that undermine the rational assumptions underpinning EMH, such as periods of mass

irrationality and a tendency to underreact to new information, with the latter being

empirically proved[11,13,14]. Stock market studies frequently predict future returns

(profits) significantly above EMH’s conclusions, making them evidence against the

theory (sections 2.2-2.3). Thus, EMH has gathered increasing counter-evidence,

making stock market prediction valid.

2.2. Econometric Stock Market Prediction
Econometrics, the fusion of statistical techniques with economic theory, underpinned the

first stock market prediction attempts. Their performances were grounded by profit

analysis which measures the returns generated by an investment strategy based on a

model’s predictions. Simple moving average trading rules, and later regression

techniques integrating financial ratios, generated returns exceeding those implied by

EMH[15,16,17]. However, in parallel, computer science developed sophisticated ML

techniques with less restrictive assumptions than statistical models[18]. These were

integrated into stock market prediction, consistently showing superior performance, to

which the discussion moves[19].
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2.3. Machine Learning Stock Market Prediction

2.3.1. Neural Networks (NN)
Early applications of NNs outperformed linear econometric models, with for instance

daily directional changes in the Brazilian stock market predicted to a 93.62%

accuracy[20,21]. Stock market prediction literature reviews have found NN

performances to be mostly dominant[22,23]. Increasingly specialised NN techniques are

continuously being developed and successfully applied. For instance, Long-Short-Term

Memory NNs predict multiple values simultaneously, whereas Knowledge-Driven

Temporal Convolutional NN can react to rapid structural changes in data, such as

switches between bull and bear market states[24,25].

However, without large datasets NN generalisability suffers. Therefore, sample sizes 50

times larger than the number of parameters are recommended, limiting NN

applications[26]. Thus, despite the general dominance of NNs in daily stock market

prediction, other ML techniques may be more suitable given the reduced sample sizes

in bear markets prediction.

2.3.2. Support Vector Machines (SVM)
Some studies show SVMs outperforming NNs in stock market prediction especially

using adaptive parameters, albeit in comparison with basic back-propagation NN

models which are no longer cutting edge[27]. SVMs benefit from structural risk

minimisation; whereas most models just minimise the training error, SVMs additionally

minimise the confidence interval[28]. However, with high-dimensional datasets, SVMs
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tend to overfit, reducing generalisability[29]. Therefore, best practice involves feature

reduction to create a feature set uncorrelated with each other but highly correlated with

the output.

2.3.3. Random Forest (RF)
RFs applied to stock market prediction occasionally outperform NNs, but can be beaten

by SVMs[30]. Whilst the authors attributed this to the structural risk minimisation

principle, limited parameter tuning for NNs may have undermined their performance. RF

is computationally efficient and generalisable, allowing a huge number of trees in a

model[31]. 500 trees are commonly used as errors often stabilise before then[32].

2.3.4. XGBoost
XGBoost is a relatively new technique partially related to random forests that has seen

excellent performance on many standard classification benchmarks[33,34]. XGBoost

has been applied to stock market prediction, beating the performance of EMH’s

suggested buy-and-hold returns by 49.26% to 32.41%[35].

Ultimately the studies covered in 2.3 show two themes:

1. ML models outperform statistical models

2. Best performing models vary by study; no model type is best in absolute terms
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Theme 2 is unsurprising given the variability of data, variables and parameter tuning

opportunities. This highlights the importance of using a diversity of models and carefully

undertaking parameter tuning to uncover the best model for the given task.

2.4. Sentiment Analysis
Different model types can generate superior predictive performance, but so can different

data types. Unlike macroeconomic data, sentiment analysis is a more recent

development due to its expensive computation. As company information enters public

knowledge, stock prices change to better match reality. However, publicly available

information may not cover a company’s entire production activities leading researchers

to theorise that quantifying language sentiments may provide additional information

about fundamental company values[14].

Sentiment analysis can be split into three categories. Firstly, unsupervised approaches

have models learn word associations by mapping them onto a vector space. However,

high dimensionality and unrealistic complexity, with the breakthrough study using a

multi-billion word dataset, makes this technique infeasible[36,37]. Secondly, a middle

ground technique manually marks text sentiments in a small dataset and then uses

automated methods to extend the dictionary, e.g. SenticNet 5[38,39]. However, to limit

the study’s scope, the literature review and study will focus on the final approach:

bespoke and nuanced linguist-made dictionaries, which fortunately tend to be the most

effective of the three categories for stock market prediction[40].
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Man-made dictionary techniques have successfully predicted daily stock price

movements[41]. The results follow intuition, with one study using the commonly-used

Harvard IV-4 Sentiment Dictionary finding that negative (positive) news sentiments

create permanent decreases (increases) in unexpected stock returns[14]. However,

73.8% of ‘negative’ sentiment words in the dictionary do not necessarily have negative

connotations in economic or financial contexts (e.g. ‘cost’, ‘liability’ and ‘tax’ ), which

leads to increased noise and a muddying of sentiment relationships to outcome

variables[42]. Thus the specialised Loughran-McDonald Financial Dictionary was

created, which greatly outperformed other dictionaries (including Harvard IV-4) when

applied by unrelated researchers in processing WSJ reports to predict stock

returns[43,14].

However, news sentiment should be integrated with other data sources as it lacks

market context. To illustrate, take a stock with a strong upward trend. A negative news

article may not decrease the price of the stock, but merely slow its upward trend.

Studies combining news sentiments with historical price data found superior

performance over any single source of data[44,45]. Even Twitter sentiment data

improved stock price change predictive accuracies[46]. However, the referenced studies

all used under a year’s worth of data, thus not accounting for seasonality, nor likely

fundamental market conditions (i.e. bear/bull states) to change. A study which

expanded the time period found sentiment’s predictive power to be insignificant[47].

Another which increased data source diversity by comparing social and traditional
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media found mixed results[48]. Thus, a new approach is particularly valuable as the

predictive power of sentiments on the stock market remains inconclusive.

2.5. Longer-Term Stock Market Studies
Every mentioned study hitherto focused on short-term day-to-day price changes. This

overwhelming focus in academia is puzzling as a longer-term angle benefits more

parties (section 1). Bear and bull markets are a natural framework to examine

longer-term stock market trends. Bear markets are periods of falling stock prices and

investor sentiment, whereas both rise during bull markets[49]. Whilst studies examined

bear/ bull periods retroactively, for instance to uncover consistent quantifiable rules for

past market states, the literature review has uncovered only two studies attempting to

predict bear and bull markets[50]. This emphasises a glaring gap in the literature.

The first study demonstrated that macroeconomic variables, particularly yield spreads

and inflation rate, significantly predict bear markets[4]. Investment strategies using a

single relevant macroeconomic variable greatly outperformed a basic buy-and-hold

strategy. The same authors revisited the topic a decade later with a multivariate

regression model, finding more macroeconomic variables indicating bear market

predictability[5]. Despite logistic regression being the most advanced prediction model

used, the two studies demonstrate the real-world significance and technical feasibility of

predicting bear markets.

18



2.6. Research Gap
Stock market prediction has overwhelmingly focused on daily fluctuations. The two

attempts at bear market prediction used older econometric techniques and only added

macroeconomic data[4,5]. Therefore bear market prediction has many opportunities to

integrate the computer science developments applied to daily stock market prediction

(sections 2.3 and 2.4). This paper tackles two gaps by using four new non-linear ML

models and the additional data source of news sentiments. With the research gap

specified, objective 1 of this paper is met.
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3. Methodology
A mixed methods methodology is employed. As an intervention (a bear market

prediction model onto stock market investment) with numerically-measured results, it is

mostly quantitative[51]. However, the methodology integrates yet-unused qualitative

data into bear market prediction. It converts qualitative human-written news articles into

quantitative variables via sentiment analysis for use in a quantitative model.

Figure 1: Flow of methodology
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The workflow shown above is mirrored in this section’s structure. Sections 3.1 and 3.2

will iterate through the creation of the historical price, macroeconomic and sentiment

time series individually and achieve objective 2. Sections 3.3-3.7 achieve objective 3

and section 3.8 evaluates the resultant models to achieve objectives 4-5.

3.1. Data Collection

3.1.1. Historical Price Data
Historical price data were downloaded directly from Yahoo! Finance’s S&P 500 daily

history going back to 1998; the earliest availability of the Economist’s online news

archive[52]. The S&P 500 was chosen to keep consistency with most stock market

index prediction studies.

3.1.2. Macroeconomic Data
Macroeconomic data were downloaded from the IMF’s International Financial Statistics

database, keeping consistency with past bear market studies[53,4]. The IMF is

well-respected and international, meaning their data is at less risk of domestic

politicisation, unlike, say, the Federal Reserve’s database. As the home of the S&P 500,

all US macroeconomic data were downloaded.
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3.1.3. News Sentiment Data
News sentiment data were downloaded from the Economist for three reasons[54].

Firstly, as a well-respected newspaper with an economic slant, the Economist is likely

more relevant to the stock market. Secondly, by focusing on analysis rather than mere

reporting (e.g. the Financial Times), the Economist may be more effective for predicting

future behaviour of the stock market. Thirdly, the website is well organised with their

back-catalogue of articles going back to 1998. Combining more sources is left to further

research. A crawler was built which traverses their archive to extract article URLs in

their Business, Finance & Economics, Leaders and United States sections(Appendix B).

GET requests to the HTTP pages associated with the URLs downloaded the article

names, publishing dates and contents(Appendix C). Each section’s data were saved

into four separate sqlite3 tables[55].

3.2. Data Pre-Processing

3.2.1. Historical Price Pre-Processing
Given the single news source, articles were organised into weekly format to reduce

noise. Thus, the S&P 500 daily dataset was also converted into a weekly format by

finding the closing price for each Friday. However, null bank holiday Fridays were

replaced with the most recent available values, generally the preceding

Thursday(Appendix D).

The S&P 500 has grown fourfold in price over the study’s period. This non-stationarity

means comparing absolute weekly price differences in 1998 to 2022 may bias the
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model towards undercounting the relatively smaller earlier differences. To solve this,

closing prices were replaced with the relative differences in the percentage of

price(Appendix E)[27].

The study’s dependent variable is bear market state, not weekly price movements.

Yahoo! Finance’s dataset does not specify bear markets, nor is there a universal

definition[1]. Yardeni Research defines bear market and correction periods as a 20%

and 10% decline peak-to-trough respectively[56]. Both declines significantly indicate

declining stock prices and investor confidence. Yet, only 4 periods declined over 20%

while 13 declined over 10%. More bear periods allow the training of a better model,

thus, this study defined a bear market period as any contraction over 10%(Appendix F).

Figure 2 clearly indicates significant losses across all identified bear market periods.

Figure 2: S&P 500 close price over study period, bear market periods marked red
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A class imbalance problem, when models bias towards the statistically more frequent

majority class, arises when the majority class dominates the samples[57]. 370 out of

1297 samples were bear periods. A 29/71 split is not strongly imbalanced, thus,

undersampling or oversampling were not undertaken to avoid removing valuable data or

generating synthetic data.

Figure 3: Weekly relative difference in price and price variance, 2007-2008

Figure 3 shows the noisiness of price data over a two-year sample. The effectiveness of

a moving average of the previous four periods, as commonly undertaken in
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econometrics, in reducing noise and emphasising the longer term trends is shown

below(Appendix G)[58].

Figure 4: Figure 3, post-smoothing

Next, several features were created. Stock markets show strong seasonality. Dummy

variables for winter, spring and summer accounted for this. The variance in prices within

a period as a percentage of closing price were also calculated. Models evaluate a

sample at a time, but price data has value in its history. Thus, varying length lagged

values were created for closing prices, trading volumes and bear market
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states(Appendix H). Bear market states were lagged a minimum of one month to ensure

validity with the dataset whose shortest defined bear market is two weeks. The results

of pre-processing are shown below.

Figure 5: Original historical price data

Figure 6: Snippet of pre-processed historical price data
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3.2.2. Macroeconomic Pre-Processing
Given the varying difficulties in generating macroeconomic data, the IMF’s

macroeconomic variables vary in their frequencies of observations from monthly to

yearly. This creates missing rows of data since price and news sentiment data have a

weekly frequency. Thus, macroeconomic variables were extended until their next

observation, e.g. GDP for every week in 2008 January-March was set to 2008Q1’s

value, keeping consistency with EMH stating stocks are priced given the most recent

available information(Appendix I). Data extension was chosen over data smoothing in

order to prevent the inclusion of future information, which is obviously impossible in

reality[19].

Macroeconomic data has a decreasing significance of absolute differences over time as

economies grow and money becomes less valuable. Thus, under the same logic as

price data, most variables (with exceptions like interest rates) were converted into

relative percentage differences. The effects of pre-processing are shown below:
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Figure 7: Macroeconomic Excel file as downloaded from IMF

Figure 8: Snippet of pre-processed macroeconomic data

3.2.3. News Sentiment Pre-Processing
News articles were converted into weekly news sentiments using two word-to-sentiment

dictionaries: Python’s NRCLex package and the well-performing Loughran-McDonald

Financial Dictionary[43,14].

Sentiment analysis generally starts with tokenisation, which splits long strings into

individual words (tokens), and stemming, which trims words into a root word
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representing all its possibilities, e.g. abandonment and abandoning are stemmed into

abandon[59]. NRCLex carries out these operations automatically[60].

Loughran-McDonald’s dictionary includes all possible alterations of words[61]. Thus

only tokenisation functionality had to be built to match individual words with

Loughran-McDonald sentiments.

Next, each article was passed through the relevant functions to convert words into their

sentiment categories(Appendix J). NRCLex’s functions convert articles into proportions

of words in the article being of a certain sentiment. Thus, for consistency on the

Loughran-McDonald side, article lengths and sentiment category frequencies were

recorded for conversion into sentiment proportions. By this stage, each article had 16

different proportional sentiments based on 2 dictionaries.

Since the frequency of study is weekly, article sentiments were aggregated on

publishing date Saturday to Friday since S&P 500 Friday closing prices were

used(Appendix K). Thus, the 21/10/2022 sample in our combined dataset contains the

percentage change in S&P 500 price from the previous Friday and the average of news

sentiments for the week 15/10/2022-21/10/2022. Each article is taken to represent an

individual ‘event’ in the real world, so averaging across article sentiments will average

across event sentiments without biasing towards events that require more explanation

(more words in an article). Biases from article lengths should be avoided as studies

have found summarised news can outperform full articles[62].
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Figure 9: Selection of sentiments, 2007-2008

Weekly sentiment data is noisy like price data, complicating models' abilities to elicit

underlying trends. The same smoothing technique of averaging the last four

observations was thus undertaken, with its effectiveness in emphasising periods of

changing sentiment shown below(Appendix G):
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Figure 10: Figure 9, post-smoothing
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Figure 11: Original ‘Leaders’ section news articles

Figure 12: Snippet of pre-processed news sentiments

The results of pre-processing news sentiments are shown above. By this point, three

weekly 1998-2022 time series were created for historical prices, news sentiments and

macroeconomic data. These datasets were combined into pairs and all three together.

The total combined dataset had 1297 samples. Thus, objective 2 has been achieved.
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3.3. Model Selection
All the models used, except XGBoost, were from Python’s popular scikit-learn library.

They were selected for ease of implementation and successful performance histories

(section 2.3).

3.3.1. Logistic Regression (LR)[63]
LRs are a common statistical technique and the current state-of-the-art for bear market

prediction[5]. They model the relationships of independent variables to a binary

outcome variable (bear market state). An s-shaped logistic function generates a 0 to 1

probability of a bear market given the independent variables by maximising the

log-likelihood of the observed data through the refinement of independent variable

coefficients[64]. LR’s linear weights make a highly interpretable model. However, LRs

have strict assumptions, the harshest being linear relationships between independent

and outcome variables. This is rare for most problems, stock markets included, which is

one of the reasons machine learning techniques have superseded LR in most

applications.

3.3.2. Support Vector Classifier (SVC)[65]
SVCs use hyperplanes to separate data into classes. Given a potentially infinite number

of valid hyperplanes, SVCs find the optimal (most generalisable) hyperplane by

maximising support vector distances whilst still correctly classifying data[66]. Support

vectors are the most difficult-to-classify points closest to the chosen hyperplane for each

class. Since hyperplanes are linear, SVCs use kernel functions to convert data into
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higher dimensions where they can be linearly separable and then project them back into

original dimensions, allowing them to work with non-linear problems. Different kernel

parameters can drastically affect model performance. SVCs were chosen for their

strong performance in stock market prediction studies and ability to deal with non-linear

problems[27,30].

3.3.3. Random Forest Classifier (RFC)[67]
RFCs combine the benefits of decision trees with bagging (bootstrap aggregation).

Decision trees are trained on bootstrap samples (random subsets of features and

training data) to reduce overfitting[68]. They then recursively partition data on

conditional nodes to maximise purity in child nodes, thus maximising difference on the

condition. The leaf nodes predict which class the sample is in. These predictions are

then aggregated via an ensemble voting method, meaning all features and training data

get covered. The different decision trees are likely to be uncorrelated thanks to

bootstrap sampling whilst the aggregation protects predictions from individual errors.

RFCs are chosen thanks to a similar intuition to investment strategies in the finance

industry which create a portfolio of many successful yet uncorrelated models[69].

3.3.4. XGBoost[70]
XGBoost is related to RFCs, but by using boosting over bagging state-of-the-art results

are achieved on many standard classification benchmarks[34]. Decision trees are

iteratively fitted on the previous decision tree’s residual errors which incentivises fixing

mistakes in each iteration, with the additional benefit of helping with unbalanced

classes. Whilst bagging methods train in an additive manner, boosting uses superior
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optimisation methods in Euclidean space, e.g. gradient descent loss minimisation[33].

XGBoost specifically, comes with a number of innovations such as parallel computing,

novel tree learning algorithms for sparse data and functions penalising overfitting. Many

of these make XGBoost much more scalable, giving excellent performance in Kaggle

competitions[33]. Its great performance history explains this choice.

3.3.5. Neural Networks (NN)[71]
As a series of interconnected layers of neurons, NNs are inspired by human brains[72].

The input layer’s neurons represent individual features. The output layer classifies

whether a sample is in a bear market. In between, hidden layers map inputs from the

previous layer to some abstract representation of information. As the model makes

(in)correct estimates, a process of back-propagation tunes the weights and biases of

each neuron in the error-minimising direction until an optimum performance is reached.

Neural networks can model complex non-linear decision boundaries giving them

dominant performance in many fields, including stock market prediction, thus they have

been chosen[22,23].

3.4. Feature Reduction
High dimensionality is an issue for many models, including SVCs[73,74]. By increasing

the uniqueness of each sample, while often not adding more information, it risks models

overfitting towards the training data. Further, many Gaussian kernels and Euclidean
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norms break down in high-dimensional data, risking SVC and XGBoost

performance[75]. Three categories of feature reduction techniques have been

developed to reduce dimensionality[76]. Filter methods use statistical measures to

select features that are best at detecting group-level differences. For similar reasons to

econometric techniques being superseded, wrapper methods generally perform better.

They use output metrics from a machine learning model (here: accuracy) to select

features most beneficial for model performance. Embedded methods embed feature

selection within the model training process by incentivising smaller feature sets with

penalties on using features. For simplicity, only the first two, alongside basic techniques

were used.

Firstly, macroeconomic variables with majority null values were removed. Secondly,

variables without statistical meaning (unchanging features, e.g. “domestic currency per

US dollar”) were removed. Thirdly, many macroeconomic variables represent similar

concepts to one another, such as “national currency” in circulation and “USD” in

circulation, which generates unnecessary multicollinearity between variables,

decreasing model performances[77]. Here, a filter method using pairwise correlations

calculated between all variables was used(Appendix L). Variables above a correlation of

>0.95 were considered to represent overly similar concepts; only one per pair was kept,

with rare exceptions when they clearly described different concepts (e.g. goods exports

and imports surprisingly had a 0.99 correlation). When variables calculated on period

average and period end existed, the latter was chosen for being more recent and likely

more informative.
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Next, wrapper feature reduction methods were used. Backward selection starts from all

features and drops features iteratively, whilst forward selection starts from an empty

feature set and adds features iteratively. Both continue until no incremental

improvement in accuracy is found. Backward selection benefits from lower spurious

correlation risk and the ability to assess joint predictive power[78]. Scikit-learn comes

with a sequential feature selector, but its k-fold cross-validation is invalid for our time

series dataset (section 3.7)[79]. Thus, backward and forward selection functionalities

were built from scratch(Appendix M). These processes quickly terminated after finding

no incremental improvement in accuracy, likely due to the relatively small dataset raising

spurious correlations. Therefore, an iterative approach was taken in which attributes

selected by the different models in forward and backward selection were saved. Since

RQ1 requires models integrating only historical price data with sentiment or

macroeconomic data to stand alone for comparison, wrapper feature selection was

undertaken separately for the categories of data. For macroeconomic data, the best

average accuracies were with the backward selected features. 65 macroeconomic

variables were reduced to 17.

Regarding sentiment data, different ways of combining the news sections were

attempted throughout feature selection with positive results arising from combining the

economy-related Business and Finance & Economics sections and society-related US

and Leaders sections. Results were also better with both NRCLex and

Loughran-McDonald dictionaries included. The best performance was from forward
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selection. A total of 64 sentiment variables (16 sentiments, applied to 4 sections) were

reduced to 6. The wrapper methods were also applied to historical prices with the best

performance occurring with 11 lagged variables dropped in backward selection.

The utility of feature reduction was clear with average model accuracies increasing from

0.630 to 0.802. Final feature sets are listed in Appendix tables 7-9.

3.5. Parameter Tuning
ML models have adjustable parameters which affect how the models are trained and

perform. These options were found in the relevant online

documentation[63,65,67,70,71]. Again, given time-split cross validation (section 3.7),

bespoke parameter tuning code was written(Appendix N). Each parameter and each

parameter’s options were iterated through, with numerical parameter options given a

sample covering the range of allowed values. Each model’s iteration over a given

parameter option would calculate its accuracy in predicting bear markets, with the

best-performing option for each parameter saved for model training. One drawback of

this method is that it uses default values for all other parameters, potentially missing

important parameter interactions.

Neural networks additionally required finding an optimal hidden layer structure. To

reduce the decision space two rules of thumbs were used. Firstly, that one hidden layer

is enough for most problems, and secondly, that its size should be between the input

and output layer sizes[80]. A 17-neuron hidden layer was found to be optimal.
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Similarly to feature reduction, average model accuracies increased from 0.802 to 0.818.

3.6. Model training
There are five model types:

● Logistic Regression (LR)

● Support Vector Classifier (SVC)

● Random Forest (RF)

● XGBoost Classifier (XGB)

● Neural Network (Multi-Layer Perceptron Classifier) (NN)

There are also three data types:

● Historical & Sentiment

● Historical & Macroeconomic

● Historical, Macroeconomic & Sentiment

Every model type using its optimal parameters was trained on every data type in order

to find the state-of-the-art across the two dimensions, generating 15 different models

and achieving objective 3(Appendix O).
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3.7. Model Testing
K-fold cross-validation is a commonly-used technique for splitting testing and training

data due to its effectiveness in preventing overfitting and maximising data usage[81].

However, the random sampling this involves causes a loss of valuable information in

time series datasets with strong inter-time dependence. Thus, a time-split

cross-validation technique was used instead to improve model accuracies(Appendix

P)[82].

Figure 13: Visualisation of the time-split cross-validation used

The dataset was split into five equal adjacent periods, leading to the four folds shown

above. The first fold is trained on the first fifth of data and tested on the second, and so
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on until the final fold tests on the first four fifths and trains on the last fifth. After each

fold the model is discarded with the metrics saved and averaged at the end. Four folds

strike a balance between having more folds and enough bear and bull samples in each

fold for the models to adequately learn and be tested.

3.8. Model Evaluation
Model evaluation is done in two ways. Firstly, classification metrics test how the different

model types and data sources compare against one another on technical performance.

This clarifies whether newer ML models can outperform LR and if news sentiments

improve performance, achieving objective 4 by finding the best model type & data type

combination. Secondly, profit analysis of an investment strategy suggested by the

model versus the received wisdom of buy-and-hold tests whether the results have

real-world applicability, achieving objective 5[83]. Evaluation mostly used predictions

one week ahead, however one month, three month and six month predictions were also

undertaken.

3.8.1. Classification Metrics
Accuracy is the simplest classification metric, stating the proportion of correctly labelled

samples. Some researchers consider a predictive accuracy exceeding 50% in the stock

market to successfully indicate an improvement over EMH’s consequence that investors

can ultimately only make random guesses[35]. However, since 71.47% of the dataset

were non-bear periods, a model which only predicts non-bear periods would have an
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accuracy of 71.47%. This is effectively the buy-and-hold investment approach, and will

be the baseline for a model to be considered successful. Accuracy is most effective

when classes are balanced. This dataset is only relatively balanced, making it important

to consider other metrics for a broader view:

Precision is the proportion of predicted bear market weeks predicted correctly[84].

■ Precision = True Positives / (True Positives + False Positives)

Recall is the proportion of genuine bear markets to be predicted as such.

■ Recall = True Positives / (True Positives + False Negatives)

F-score is a harmonic mean between precision and recall.

3.8.2. Profit Analysis
Profit analysis tests whether a model generates superior profits by simulating an

investment strategy based on its predictions. The received wisdom is that buy-and-hold

is the best investment strategy, with market timing being futile[83]. Thus, beating

buy-and-hold is a considerable achievement and will be used as the baseline strategy.

The last fold of data is used, giving the models the best opportunity to learn.
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The buy-and-hold strategy invests $1000 at 16-11-2017 prices and keeps the money in

the S&P 500 until 04-11-2022. The models meanwhile also start with $1000 investment

but then make predictions on whether an upcoming period will be a bear market or

not(Appendix Q). The relative differences in closing prices are shifted up in the dataset

by the number of periods ahead the model is predicting. Therefore, a ‘1’ or ‘0’ prediction

corresponds to the correct return for the predicted period. A prediction of 0 (non-bear)

means money is kept in the stock market with the investment multiplied by the

percentage price difference. A prediction of 1 means money is taken out of the stock

market and no money is lost or gained for the period.

3.9. Ethical Considerations
No personal data is used, except the human-written articles from the Economist without

author information. The Economist has been contacted to confirm permission to use

their articles for the purposes outlined in this study.

Should the results be significant, there are two risks. Firstly, only those with the means

to access and implement the outlined methodology would benefit from any additional

profit, potentially exacerbating economic inequality. Easy access to knowledge and

computing resources are therefore crucial. Secondly, if automated trading algorithms

implemented bear market prediction, an upcoming bear market may lead to more rapid

drops in stock prices as the algorithms sell to avoid the upcoming losses. Policymakers

must therefore pre-empt upcoming bear markets by increasing investor confidence

through targeted policies.
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However, should the methodology be flawed, there are two different risks. Firstly,

investors may invest using an incorrect prediction model and end up with less money

than following a buy-and-hold strategy. Readers must therefore exercise a critical eye

before implementing new investment strategies. Secondly, institutions may make

non-optimal decisions based on flawed prediction models. This is unlikely as the

experienced staff would likely spot methodological errors.
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4. Results & Discussion

4.1. RQ1: Machine Learning Performance vs Logistic Regression

Table 1: Classification metrics comparison (1 week ahead)

Model Accuracy Precision Recall F-Score

LR 0.776 0.332 0.435 0.371

SVC 0.797 0.250 0.013 0.024

RF 0.867 0.650 0.794 0.673

XGB 0.849 0.731 0.505 0.548

NN 0.802 0.612 0.352 0.340

Average 0.818 0.515 0.420 0.391

We analyse RQ1 with the complete dataset. With accuracies exceeding 71.47%, all

models provided additional predictive power beyond EMH’s consequences. RF had the

best accuracy, with its near-dominance clear when considering the other measures. Its

recall means RF correctly predicts 79.4% of all bear market periods. The current

state-of-the-art, LR, has the worst accuracy of all the models, therefore the dominance

of newer ML techniques in daily stock market prediction literature also applies to bear

market prediction. SVC appears particularly ineffective as its low recall score suggests it

predicts almost every period as a non-bear market.
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Despite NNs requiring datasets much larger than the number of parameters, it

performed adequately[26]. Its under-performance relative to RF and XGB could be

attributed to the basic NN used, which did not integrate new specialisations discussed in

section 2.3.1. Next, we examine model performances predicting bear markets over

different periods of time ahead. For brevity, only accuracy is discussed.

Table 2: Model accuracies with all three data sources across prediction time

Model 1 Week 1 Month 3 Months 6 Months

LR 0.776 0.755 0.608 0.698

SVC 0.797 0.797 0.589 0.607

RF 0.867 0.666 0.589 0.652

XGB 0.849 0.808 0.733 0.763

NN 0.802 0.710 0.761 0.753

Average 0.818 0.747 0.656 0.695
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Figure 14: Model accuracies over time

While RF performed the best in short-term prediction, its accuracy quickly declined to be

one of the worst performing models, calling its generalisability into question. NN and

XGB performed particularly well in later predictions, never falling below the 71.47%

threshold, with XGB being the most consistently effective model and the only one to

always exceed the average performance. This is consistent with recent literature

showing XGB and NNs as the two best performing models generally[33,22,23].

Predicting later periods may be a more complicated and non-linear problem, allowing

the two models to benefit from their complex decision boundaries.
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Thus, the answer to RQ1 so far is that newer ML techniques outperform LR in bear

market prediction, with all models beating LR in the short-term. XGB dominates LR

across all time periods and all classification metrics and appears the best model for

future research, with the caveat that more specialised NNs may provide a route to

superior performance in future research.

4.2. RQ2: Dataset Combination Comparisons

Table 3: Average model metrics across different dataset combinations

Dataset Accuracy Precision Recall F-Score

Historical &

Macro

0.751 0.483 0.480 0.392

Historical &

Sentiment

0.888 0.710 0.722 0.705

Historical,

Macro &

Sentiment

0.818 0.515 0.420 0.391

The current state-of-the-art combination of historical price and macroeconomic data had

an accuracy of 75.1%, above the 71.47% threshold, reinforcing its effectiveness in

predicting bear markets[4,5]. However, accuracy and precision improved with the

48



addition of sentiment data. This could be because sentiment data changes more

frequently than macroeconomic data, allowing the models to learn more intricate

patterns.

Interestingly, a dataset combining only historical & sentiment data dominates all other

datasets across all metrics, leading to 88.8% of samples being correctly classified and

72.2% of all bear markets being correctly predicted. The inclusion of macroeconomic

data brings down average performances considerably. This could be explained using

EMH. Macroeconomic data has had decades of analysis within stock market prediction,

allowing the relationship between macroeconomic data and the stock market to be well

understood and integrated into stock prices. Meanwhile, as a newer technique, novel

information from sentiment analysis is yet to be fully integrated into stock prices. More

complex sentiment analysis, such as through the use of more news sources or mining

social media sentiments may lead to further improvements. Next, we examine model

performances in more detail using only the historical & sentiment dataset(Appendix R).
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Table 4: Classification metrics comparison with the historic price & sentiment dataset (1

week ahead)

Model Accuracy Precision Recall F-Score

LR 0.922 0.739 0.805 0.765

SVC 0.850 0.637 0.750 0.643

RF 0.921 0.752 0.888 0.765

XGB 0.888 0.765 0.638 0.675

NN 0.860 0.655 0.799 0.678

Average 0.888 0.710 0.722 0.705

With the reduced dataset, the answer to RQ1 becomes more nuanced; different models

perform best across different metrics. All the best-performing metrics listed in Table 1

have been beaten, and LR no longer appears so under-performing. As the simplest

model, this is hypothesised to be due to it benefitting from a simpler dataset with less

features. LR and RF appear best-performing with two optimal metrics each. However, it

is not yet clear which metric is the most important for bear market prediction, so XGB

remains a potential best model due its superior precision. It should be noted that NN, a

suggested future research direction in 4.1, has the percentage of correctly predicted

bear markets increase from 35.2% to 79.9% when reducing the dataset.
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Thus, in examining RQ2, we see the importance of optimising the chosen datasets.

Macroeconomic data with historical prices has superior recall and f-scores compared to

a combined dataset. However, combining just sentiments and historical prices has

superior performance across all metrics. The consequence for bear market prediction is

that the inclusion of under-explored qualitative data is vitally important. Further

performance improvements may arise from expanding these to be more holistic.

Potential sources include other news sources, social media sentiments and geopolitical

events.

4.3. RQ3: Profit Analysis vs Buy-and-Hold

As discussed in RQ2, it is not clear which classification metric is most important when it

comes to investment. Thus, 3 models will be examined: LR with superior accuracy and

f-score, RF with superior recall and f-score and XGB with superior precision. To add

further nuance to RQ2, all three combinations of datasets will be examined.

The closing prices on the first and last samples of the testing dataset (the fourth fold)

were 2578.85 and 3770.55 respectively. Thus, under buy-and-hold, $1000 invested at

the start would lead to $1462, for an annual compound interest rate of 7.9%.
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Table 5: Investment returns from models predicting bear markets 1 week ahead

Dataset LR RF XGB

Historical & News

Sentiment

$1684 $1483 $1729

Historical,

Macroeconomic &

News Sentiment

$1486 $1378 $1935

Historical &

Macroeconomic

$1444 $1356 $1646

Under the best dataset combination uncovered in RQ2, all three models performed

better than buy-and-hold. When examining just this dataset, XGB has the best

performance with a return of $1729 for an annual compound interest of 11.6%. This

suggests precision as the most important metric for investment as it avoids potential lost

returns when pulling out of an investment market.

However, this straightforward answer gets more nuanced when considering the other

datasets. Whilst LR and RF perform the best under the reduced dataset, XGB has the

best investment returns under the combined dataset. This is puzzling as XGB using the

combined dataset performed worse under every classification metric than XGB using

the reduced dataset (see Tables 1 and 4). Therefore, the more precise prediction of

bear markets does not straightforwardly lead to improved investment returns.
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A possible explanation is that every bear market was valued equally in the dataset (with

a binary value of 1), whereas different periods of bear markets across the dataset had

varying severity of declining values. Thus, a combined dataset may have trained XGB to

identify more severe bear markets through the integration of macroeconomic data as

opposed to just any bear market, explaining the improved investment performance

despite worse classification metrics. This interpretation explains the overwhelming focus

on daily stock market prediction as this has a more direct relationship to investment

returns.

Nonetheless, the answer to RQ3 is that market timing strategies can generate

significantly higher returns than buy-and-hold, calling EMH into question. The

best-performing model returned $1935, with an impressive 14.1% annual compound

interest, almost double that of buy-and-hold(Appendix S). To illustrate the powerful

difference, if this pattern held for 20 years, buy-and-hold would generate $4575,

whereas the bear market prediction investment strategy would generate $13,987. This

result is obviously beneficial to investors, with broader implications for the finance

industry. Additionally, whilst policymakers may not directly benefit from superior profits, it

highlights the feasibility and real-world effects of predicting bear markets. Creating a

methodology more closely aligned with policymakers, such as by aggregating results

into months or running macroeconomic simulations based on policymaker responses, is

therefore a promising avenue for future research.
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4.4. Critical Analysis

4.4.1. Performance Comparison to Existing Work

Performance comparison is challenging given the lack of studies on bear market

prediction, emphasising the difficulties in predicting them. Nonetheless, two stock

market prediction studies, both using profit analysis and a long-term dataset, were

chosen for comparison.

[35] uses XGBoost for daily prediction, allowing the same best-performing model to be

compared in daily prediction and bear market prediction. Unfortunately, the other

studies into bear market prediction [4,5] used the statistical measures of log probability

scores, which are not directly comparable or convertible to accuracy. However, they did

undertake profit analysis.

All the studies use their best performing models under profit analysis. Due to the varying

period lengths tested in the studies, profit improvements will be calculated by the

percentage (note: not percentage point) improvement in the compound interest rate

over buy-and-hold.
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Table 6: Performance comparison of this study’s XGB to two existing works

Model Accuracy Compound interest

improvement

XGB 88.8% 78.5%

[35] 54.1% 44.7%

[5] N/A 105.3%

The accuracy in predicting bear markets exceeds that of daily stock market prediction,

suggesting bear and bull periods are more predictable, making them worthwhile to

study. This translated into an even more profitable investment strategy which is

particularly impressive as [35] used a daily prediction model providing it more

opportunities to make money relative to the weekly format used in this study. [5]

meanwhile, as a bear prediction model, is more directly comparable and it had a more

impressive profit improvement. However, it used a more complicated investment

strategy and had a questionable methodology which undertook profit analysis over the

same period as the model was trained on. Thus, it is difficult to directly compare the

studies. Nevertheless, predicting bear markets is clearly both possible and profitable.

Future studies are invited to create more sophisticated investment strategies based on

bear market prediction models.
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4.4.2. Strengths

This study’s novel approach provided several strengths. Foremost, it succeeded in

answering the three research questions set out in the beginning. The real-world

significance of predicting bear markets is indicated with the superior investment strategy

performance over buy-and-hold and even over an XGBoost-based daily prediction

study.

Secondly, whilst many stock market prediction studies use under a year’s data, this

study spanned a longer 24-year period. Shorter studies may cover a single bull or bear

market period, making it easy for models to perform well by just predicting upwards or

downwards respectively. By ensuring this study encompassed 13 bear and bull markets

each, the models had to genuinely learn the characteristics of bear and bull markets to

avoid under-performance. The transparent methodology shows the periods chosen

were not biased to provide better results.

Thirdly, four model types were used for the first time in bear market prediction which

clarified directions for future research. Consistent with broader computer science

literature, XGBoost and specialised neural networks appear particularly promising.

Fourthly, the breadth of models were expanded through diverse data sources,

encompassing both quantitative and qualitative data for the first time, with the benefits

of diversification shown in profit analysis.
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Lastly, all models showed accuracies above the 71.47% accuracy threshold, showing

they were able to learn the behaviours of the stock market successfully. These results

were achieved despite time-split cross validation making smaller training datasets for

three of the four folds.

4.4.3. Limitations

However, to remain manageable, the study required a limited scope resulting in a

number of limitations which future studies are invited to address.

Firstly, only one news source was used, the Economist. While bias is unlikely as the

sentiment changes are all relative to the Economist, it is still likely insufficient to provide

a holistic qualitative view of the world. Future studies are invited to increase the diversity

of qualitative data to other news sources, social media and geopolitical events. This led

to a second limitation as news data were aggregated into weekly format to avoid

extreme noise, limiting the dataset to 1297 samples despite the lengthy period under

study. Machine learning datasets frequently reach millions of samples. Finding inventive

ways to increase sample sizes will likely be valuable.

Thirdly, some macroeconomic variables had missing data meaning they might have

been dropped in feature reduction despite the underlying concept they describe being

potentially important. Relatedly, macroeconomic variables were extended to cover a

weekly frequency, meaning macroeconomic variables often did not change, while prices

and news sentiments did. Thus, the models may have undervalued macroeconomic
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variables, potentially explaining their poor performance in section 4.2. However, the

difficulties in generating macroeconomic data means this is an issue for most, if not all,

related studies.

Fourthly, during parameter tuning, each parameter was examined independently, rather

than in a grid search pattern, potentially missing important parameter interactions.

Lastly, only a simple neural network was used, which regardless remains cutting-edge

for bear market prediction. Future researchers are invited to build bear market

prediction models with newer, specialised neural networks to try outperform XGBoost.
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5. Conclusion
This paper identified a research gap in bear market prediction. Neither sentiment

analysis nor newer ML models have been attempted in published research and thus the

paper explored whether either of these approaches provide additional predictive power

over using just macroeconomic data with logistic regressions. Therefore, time series

datasets of historical S&P 500 prices, macroeconomic data and news sentiments were

created. A logistic regression model, representing the state-of-the-art, and the additional

ML models of support vector classifiers, random forests, XGBoost and neural networks

were trained on various combinations of data source types.

Evaluating the resulting models answered the three research questions, with each

answer adding nuance to the previous. Firstly, under more complex datasets, logistic

regressions were among the worst performing models with the worst accuracy.

However, under a smaller dataset its simplicity allowed it to achieve the highest

accuracy of 92.2%. Thus, logistic regressions can only be said to be optimal under the

simpler datasets used in past literature. XGBoost appears the most generalisable with it

being the only model to always beat the average accuracy across all predicted time

periods and having the best investment returns across all dataset combinations.

Secondly, the inclusion of news sentiments to a state-of-the-art dataset consisting of

historical prices and macroeconomic data increased predictive accuracy from 75.1% to

81.8% and precision from 48.3% to 51.5%. Interestingly, a dataset consisting of only

historical prices and news sentiments dominated the other dataset combinations across
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all metrics with the average model classifying 88.8% of samples correctly and predicting

72.2% of all bear markets correctly. Thus, the benefits of including qualitative data are

clear.

Thirdly, profit analysis discovered that when undertaking bear market prediction,

classification metrics have a less straightforward relationship to investment returns than

metrics do in daily stock market prediction, potentially explaining the lack of bear market

prediction studies. Despite XGBoost performing worse under every single metric with a

reduced historical price and sentiment dataset, XGBoost’s investment performance was

best with a combined dataset. This best-performing model generated an annual

compound interest rate of 14.1%, far exceeding the 7.9% under buy-and-hold.

Overall, the diversification of data sources brings significant benefits. As a

consequence, future researchers should use newer ML techniques as these perform

considerably better than logistic regressions with the complex datasets this involves.

This study partly supports and partly challenges the Efficient Market Hypothesis. EMH

helps to explain why sentiment data generated superior benefits as compared to

macroeconomic data; unlike sentiment analysis, the relationship between

macroeconomic data and the stock market has had decades of research, allowing it to

be well integrated into prices. On the other hand, bear markets were also shown to be

predictable which generated vastly superior investment returns over buy-and-hold,

meaning EMH is certainly not absolute.
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As a foundational study, there remains much room for future research. Firstly, future

studies should attempt to outperform XGBoost through the use of specialised neural

networks. Secondly, this study has made the benefits of diversifying data sources clear,

thus, future researchers are likely to find superior performance through further

diversification of their qualitative data sources by using more news sources, social

media sentiments and geopolitical events. Lastly, researchers are invited to improve the

real world benefits for investors or policymakers by creating more complex investment

strategies based on bear market prediction models or creating a methodology more

aligned to the needs of policymakers respectively.
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7. Appendix
Appendix A: artefacts contents

● Model Instructions holds detailed instructions to reproduce the results of this

study and proof of successful run on the University-provided VMs

● Background documentation folder

○ Economist Research Use Email confirmation of permission to use the

Economist articles for this study

○ Gmail - Economist research use HTML file of the above permission

○ Fast Track Ethics Form-Domantas Vaicys the ethics form sent to and

approved by the University of York

○ University of York Mail - Fast-Track Ethics Application -

Vaicys20221110 email confirmation of ethics approval

● Code folder stores the code to build the models

○ 1_web_crawler.py pulls URLs and article contents from the Economist

○ 2_sentiment_analyser.py converts article contents into weekly

sentiments

○ 3_preprocessing.py carries out the bulk of pre-processing

○ 4_feature_reduction.py implements feature reduction logic

○ 5_model_training.py trains the models and evaluates them using

classification metrics and profit analysis

○ visualitation.py holds miscellaneous visualisation functionality

● Data folder stores the data used by the models

○ data.db the final database used to achieve results detailed in section 4
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○ macroeconomic_correlations.csv output of pairwise correlations

between macroeconomic variables

○ Macroeconomic_IMF folder stores the original and converted

macroeconomic variables downloaded from the IMF

○ News_Sentiment folder

■ Articles folder stores the raw article contents from the Economist in

their relevant section

■ URLs folder stores the URLs for the Economist articles in their

relevant sections

■ LM_Financial_Dictionary the original Loughran-McDonald

financial dictionary

■ LM_Financial_Dictionary_Cleaned the cleaned

Loughran-McDonald financial dictionary for use in this study

Appendix B: Web crawler which downloads the Economist article URLs
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Appendix C: Web crawler which downloads the Economist article contents from URLs

Appendix D: Function to convert the daily S&P dataset into weekly format
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Appendix E: Function to create the relative percentage difference features

Appendix F: Function to create bear market dependent variables

Appendix G: Functions for data smoothing
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Appendix H: Function for adding lagged variables

Appendix I: Function for macroeconomic data extension
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Appendix J: Function to calculate article sentiments using LM financial dictionary

Appendix K: Function to convert article sentiments into weekly sentiments

Appendix L: Function finding pairwise correlations between macroeconomic features
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Appendix M: Functions for feature reduction

Appendix N: Function for parameter tuning
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Appendix O: Example of logistic regression model with its best parameters and how it is

used in calculating model metrics
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Appendix P: Function to carry out time-split cross-validation

Appendix Q: Function to undertake profit analysis
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Appendix R: Terminal output of model metrics using the historical price & sentiment

dataset

Appendix S: Terminal output of the final few weeks of profit analysis on XGBoost with

combined dataset
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Table 7: Feature reduction final sets for historical price data

Forward Selection (to keep) Backward Selection (to remove)

Bear10_lag_4 -Volume_RDP_lag_4

-Volume_RDP_lag_12 x3

-Volume_RDP_lag_1

-Volume_RDP_lag_2

-Volume_RDP_lag_8

-Close_RDP_lag_4

-Close_RDP_lag_12 x3

-Close_RDP_lag_8 x3

-Close_RDP_lag_2

-Close_RDP_lag_1 x2

-Bear10_lag_12 x2
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Table 8: Feature reduction final sets for macroeconomic data

Forward Selection (to keep) Backward Selection (to remove)

US Dollar per SDR x2

Consumption of fixed capital_x_RDP

Social benefits_x_RDP

Revenue_x_RDP

-Interest_x x2

-US Dollar per SDR, Period Average

-Net/gross investment in nonfinancial

assets_x

-Change in Inventories, Nominal,

Undjusted, Domestic Currency_RDP
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Table 9: Feature reduction final sets for news sentiment data

Forward Selection (to keep) Backward Selection (to remove)

BFE_LM_Negative x2

BFE_NRC_disgust x2

LUS_NRC_sadness x2

LUS_NRC_surprise

LUS_NRC_fear

LUS_LM_Constraining

-LUS_LM_Negative x3

-LUS_LM_Uncertainty

-LUS_LM_Constraining

-LUS_LM_Weak_Modal

-LUS_NRC_Positive

-LUS_NRC_trust x2

-LUS_NRC_disgust

-LUS_NRC_anger

-BFE_NRC_anger

-BFE_LM_Positive

-BFE_LM_Uncertainty

-BFE_LM_Constraining

-BFE_LM_Weak_Modal

-BFE_LM_Litigious

-BFE_NRC_fear

-BFE_NRC_Positive x2

-BFE_NRC_trust
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Table 10: Classification Metrics comparison (1 week ahead) with only historic price &

macroeconomic data

Metrics Accuracy Precision Recall F-Score

LR 0.784 0.346 0.431 0.380

SVC 0.797 0.250 0.013 0.024

RF 0.805 0.614 0.799 0.641

XGB 0.835 0.691 0.658 0.595

NN 0.533 0.514 0.499 0.322

Average 0.751 0.483 0.480 0.392
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